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The � exible wall contour of the new adaptive wall test section is represented as a combination of base
streamlines. The combination coef� cients are optimized to minimize the wall interference that is taken
as the summation of the area weighted surface pressure difference between the free air and test section
results. The numerical simulations show that the new adaptive wall test section produces similar results
to the free air results. This new algorithm is free from the de� ciencies of conventional algorithms such
as the dependence on a target line, a pressure hole distribution, and in� uence coef� cients. This new
adaptation algorithm may be applied to real tests in which conventional adaptation algorithms fail.

Nomenclature
B = wing semispan
C = wing root chord
dA = cell area on the reference surface or effective area

of the pressure hole
H = test section’s half-height
M = Mach number
W = test section width
x, y, z = Cartesian coordinates
Z = wall position in z coordinate
a = angle of attack or design variable
d* = displacement thickness of boundary layer

Subscripts
i, j = grid index or pressure hole index
` = freestream

Introduction

T HE idea of the � exible adaptive wall test section (AWTS)
has many bene� ts over the conventional ventilated wall

test section. The adaptation algorithm and mechanism of
AWTS for two-dimensional testing have been well established
and veri� ed through various tests.1 The concept of the adap-
tation algorithm for two-dimensional testing is adapting the
wall contours to match the inner real � ow with the outer imag-
inary � ow on the matching boundary. The adapted contours
are equal to the free air streamlines compensated for the wall
boundary layer.

On the analogy of a two-dimensional case, the ideal AWTS
for three-dimensional testing should be adapted to a free air
streamtube compensated for the wall boundary layer. In this
respect, several concepts of three-dimensional AWTS such as
the rubber tube,2 the octagonal AWTS,3 and the multislat
AWTS4 have been investigated. Nevertheless, they have weak-
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nesses in practical use because of the complexity of hardware
and software. Another method of three-dimensional adaptation,
the segmented plenum chamber,5 also has a restriction in its
adaptation ability.6 So far, it is concluded that the full three-
dimensional streamtube adaptation is impractical and that the
AWTS with two � exible walls is adequate for three-dimen-
sional testing.7 This means that if the top and bottom walls are
contoured properly, the two-dimensional AWTS is successful
for three-dimensional wind-tunnel testing.

Until now, several adaptation algorithms of two-dimensional
AWTS for three-dimensional testing have been developed and
tested. The � rst one8 put a target line at the streamwise
centerline, and the top and bottom walls were adapted to re-
duce wall interference on the target line. In a later research,9

the target line was widened from the streamwise centerline to
a streamwise line at any position. In these adaptation algo-
rithms, the spanwise variation of the upwash interference is
not considered and a wall-induced twist of the wing is
produced. To reduce this spanwise variation, a swept target
line10 has been studied and proved to be effective to reduce
the wall-induced twist. In these algorithms, adaptation dis-
placements are calculated by the in� uence coef� cients that are
derived from the internal � ow analysis like a linearized poten-
tial � ow.

In spite of many advantages of these conventional adapta-
tion algorithms, they have some de� ciencies in general testing.
The best location and shape of the target line for different
model con� gurations is still unknown.6 The proper distribu-
tion of the pressure hole is critical to the success of these
adaptation algorithms.6 Even though the theoretically derived
in� uence coef� cients are close to the measured ones,11 a
signi� cant error may arise in some complex � ows in which
the theory of in� uence coef� cients fails. Therefore, the adap-
tation algorithms based on the in� uence coef� cients are not
adequate to obtain the best wall contours in those complex
� ows.

In this study, a new adaptation algorithm of the two-dimen-
sional AWTS for three-dimensional testing is suggested to
overcome these de� ciencies of the conventional algorithms.
The � exible wall contours are obtained from the combination
of base streamlines that can represent the � ow characteristics
around the model in the free air. The combination coef� cients
are determined by the optimization to minimize the wall in-
terference. The performance of this algorithm is veri� ed
through numerical simulations. The effects of the base stream-
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Fig. 3 Streamlines around the wing in the free air projected on
x – z plane at M` = 0.84, a = 3.06 deg.

Fig. 2 Evaluation of the computation code on different grid sys-
tems at M` = 0.84, a = 3.06 deg.

Fig. 1 Notation of test section and grid system.

line selection and pressure hole distribution are also consid-
ered.

Numerical Analysis
Governing Equations and Numerical Method

In this study, the test section inner � ow as well as the
free air� ow is computed numerically. The � nal wall shape of
this new AWTS is determined by iterations, and a numerical
simulation of the inner � ow is necessary at each step. For
this reason, the three-dimensional Euler equations are taken as
the governing equations to save the computing time. The
viscous effects including the boundary layers on the test sec-
tion walls are discussed in the Application to Real Tests sec-
tion.

The spatial differencing of the governing equations is based
on the � nite volume formulation. The � ux vectors are differ-
enced by the � ux difference split (FDS) with Roe’s approxi-
mate Riemann solver. The state variables on the cell interfaces
are determined from the upwind-biased interpolation that
needs the minmod limiter to maintain the monotonicity.

Time advancing is achieved by the implicit time integration
with the spatially split approximate factorization and the di-
agonalization. Convergence of the steady solution is acceler-
ated by the local time step.

The far-� eld boundary condition is computed from the char-
acteristic theory, and the pressure on the solid wall is obtained
from the normal momentum equation.

Test Section Con� guration and Grid System

The size of test section is chosen to provide a 1% blockage
ratio that is the limit in the conventional transonic ventilated
wall test section. The test section height is 75% of the test
section width. The con� guration and the notation are shown
in Fig. 1 in which B/W is 0.5395 and H/C is 1.0136.

To calculate the test section � ow and the free air� ow, the
grid system is composed of three blocks. A single C – H mesh
wraps the wing and two H – H meshes � ll the exterior of the

C – H mesh (Fig. 1). The grid point connection on the block
interfaces is done by a one-to-one connection that dispenses
with time-consuming interpolation.

Validation of Numerical Method

As a wing model, the ONERA M6 wing is selected to val-
idate the computation code and the grid system. Figure 2
shows the comparison of the surface pressure distributions on
the wing section in the free air. The computed results with the
three-block system (C – H: 33 3 161 3 17, H – H: 33 3 97 3
33) and a single C – O mesh (C – O: 121 3 35 3 49) agree
well with the experimental results.12 Despite some errors in
severe � ow gradient regions such as the leading edge and the
shock, a reasonable result can be obtained with the coarse grid
system (C – H: 27 3 97 3 17, H – H: 27 3 65 3 17). Hence,
in this study, the coarse grid system is employed to save com-
puting time in the optimizing process.

New Adaptation Algorithm
Adaptive Wall Model

The adaptation algorithms of two-dimensonal AWTS for
three-dimensional testing intend not to eliminate but to reduce
the wall interference, because this type of AWTS cannot be
fully adapted to a streamtube shape. The purpose of the ad-
aptation algorithms is set on � nding the wall contours that
minimize the wall interference. This minimum interference
contour could be assumed to be similar to the geometrical
mean streamline. Nevertheless, there is no evidence that the
wall adaptation to the mean streamline can minimize the wall
interference. A more elaborate wall adaptation algorithm is
necessary and might be achieved by analyzing the � ow struc-
ture in the free air.

Figure 3 shows the computed streamlines projected on the
x – z plane. The streamlines around the wing in the free air
can be grouped into two patterns such as a washdown and a
washup as a result of the wing tip vortex. If we assume that
these streamlines around the wing belong to the two-dimen-
sional linear vector space, there exist two linearly independent
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Fig. 6 Distribution of the objective function (« /«0) on a1– a2

plane at M` = 0.8, a = 3.06 deg.

Fig. 5 Convergence of one-variable optimization at M` = 0.8,
a = 3.06 deg.

Fig. 4 Schematic diagram of the new adaptation algorithm for
numerical veri� cation.

streamlines, called base streamlines, which can represent any
other streamline with a proper combination as

Z(x) = Z 1 a [Z (x) 2 Z ] 1 a [Z (x) 2 Z ] (1)w 1 1 w 2 2 w

where Zw is � xed as the unadapted � at wall position, Z1(x) and
Z2(x) are base streamlines, and a1 and a2 are combination co-
ef� cients.

The base streamline should be selected from each � ow pat-
tern, but there are no rigorous criteria for which streamline
should be chosen. This dilemma can be settled if we can prove
that this algorithm is not sensitive to the selection of base
streamlines.

For this reason we � rst compute a wing in the half-free air
that has side walls only, and the streamlines on the root plane
and the opposite wall plane (end plane) are taken as Z1(x) and
Z2(x), respectively. And later we prove that a different set of
base streamlines produces a similar residual interference.

The minimum interference wall contour among the contours
determined by Eq. (1) can be obtained by the optimum choice
of the combination coef� cients. Therefore, a1 and a2 should
be determined through the optimization procedure that mini-
mizes the wall interference.

Optimization

In the given test condition and the model con� guration, the
wall interference of the two-dimensional AWTS is dependent
on the wall shape only. It means that the wall interference of
the two-dimensional AWTS contoured by Eq. (1) is a function
of a1 and a2, which are the design variables in optimization.
The objective function that is a target of the optimization nat-
urally becomes the wall interference. To exclude the pressure
hole dependency, the wall interference can be represented by
the summation of the area weighted surface pressure difference
between the free air result and the test section results, namely,

« = f (a , a ) = uD p (a , a ) u dA (2)1 2 ij 1 2 ijO
ij

D p = p (i, j ) 2 p (i, j ) (3)ij TS Free

where pFree and pTS are pressure on the reference surface in the
free air result and in the test section result, respectively. In this
study, the model surface is taken as the reference surface to
save computing time; because pFree is computed from the free

air once, it is not necessary to be updated during the optimi-
zation procedure.

The adaptive wall model represented by Eq. (1) is optimized
with the two-variable optimization that is composed of search-
ing the optimum directional vector and � nding the optimum
point along the determined direction. In this study, the conju-
gate direction method developed by Fletcher and Reeves13 is
used to search the optimum direction. This method is not the
most powerful one, but it is very easily incorporated into the
computation code and requires very little computer storage. To
� nd the optimum point along the determined direction, the
� nding bounds algorithm, the golden section method, and the
quadratic polynomial approximation are applied successively.14

If we assume that the optimum point lies on the line, a2 =
1 2 a1, the one-variable optimization is enough and we can
save computing time.

Figure 4 shows the schematic diagram of the new adaptation
algorithm simpli� ed for numerical veri� cation in this study.
The optimization procedure is continued until « is less than an
allowable interference «lim. To apply it to real tests, we have
to make some changes, which are discussed later.

Results and Discussion
Figure 5 shows the convergence of the one-variable opti-

mization. After � nding the bounds of the minimum point, the
golden section method narrows down the bounds. After a few
steps of the golden section method, the � nal solution is ob-
tained from the quadratic polynomial approximation. This pro-
cedure reduces the wall interference « to 32.4% of the � at wall
result «0, but it is still less than satisfactory.

Figure 6 shows the distribution of the relative wall interfer-
ence « /«0 plotted on the a1 2 a2 plane. The one-variable op-
timization assumption means that the minimum interference
point is searched along the line, a2 = 1 2 a1. But, as shown
in Fig. 6, the minimum interference point is not located on
this line. To � nd this minimum interference point, a two-var-
iable optimization is necessary. The wall interference is in-



102 CHANG, SUNG, AND CHANG

Fig. 7 Trajectories of the two-variable optimization at M` = 0.8,
a = 3.06 deg.

Fig. 8 Comparison of the optimized wall contours with base
streamlines at M` = 0.8, a = 3.06 deg.

Fig. 9 Wall interference reduction on the surface pressure dis-
tribution at M` = 0.8, a = 3.06 deg.

Fig. 10 Wall interference reduction on surface pressure distri-
bution at M` = 0.84, a = 3.06 deg.

creased monotonically from the minimum point and no local
minimum exists. This fact guarantees the success of a two-
variable optimization. As described previously, the conjugate
direction method is used for � nding the optimum direction.

Figure 7 shows the trajectories of the two-variable optimi-
zation started from different initial states. Both of them are
converged to the same minimum interference point via differ-
ent paths. This means that the optimum wall shape of two-
dimensional AWTS for three-dimensional testing can be ob-
tained by the two-variable optimization procedure, even
though its convergence rate depends on the initial wall shape.

The � exible wall contours obtained by the two-variable op-
timization are slightly different from the ones by the one-var-
iable optimization as shown in Fig. 8. The top and bottom
walls of the two-dimensional AWTS for three-dimensional
testing have single curvatures as the optimized contours.

Performance of the New Adaptation Algorithm

In Fig. 9, the performance of the new two-dimensional
AWTS is presented in aspect of the surface pressure distribu-
tion on the wing section. There is severe discrepancy between
the free air result and the unadapted wall (� at wall) result.
Because of the blockage effect, the � ow around the model is

accelerated. Hence, the supersonic region on the model is en-
larged and the shock position shifts downward. This discrep-
ancy is reduced by the one-variable optimization, but it is still
high. Further reduction can be done by the two-variable opti-
mization. The result of the two-dimensional AWTS adapted by
the two-variable optimization is very close to the free air result.

As the Mach number increases to M` = 0.84, the shock
moves further downward. In the � at wall test section, the shock
reaches the trailing edge and no solution is obtained (Fig. 10).
This means that the � ow Mach number, M` = 0.84, is over the
choking Mach number of the � at wall test section. But the
two-dimensional AWTS adapted by the two-variable optimi-
zation is able to avoid the choke state and give a very close
solution to the free air result. Moreover, its result is better than
the result of the half-free air in which the base streamlines are
obtained. In the half-free air, there are no top and bottom walls
and the wall interference is generated from the sidewalls only.
The performance of the new two-dimensional AWTS model is
very promising.

Sensitivity to the Base Streamline Selection

To be utilized as a practical tool, it should be proven that
the new adaptation algorithm performance is not sensitive to
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Fig. 14 Comparison of two differ-
ent coarse meshes on the wing sur-
face.

Fig. 13 Base streamline effect on reducing wall interference at
M` = 0.8, a = 3.06 deg.

Fig. 12 Convergence comparison of the different sets of base
streamlines at M` = 0.8, a = 3.06 deg.

Fig. 11 Comparison of the different set of base streamlines at
M` = 0.8, a = 3.06 deg.

the selection of the base streamlines. In the real wind-tunnel
test, there is no way to � nd out the streamlines in the half-free
air. These streamlines can only be obtained by a computational
� uid dynamics (CFD) method that inherently brings a numer-
ical error. Moreover, there is no evidence that the best positions
for the base streamlines are on the end plane and the root
plane. The effect of these two errors, a CFD error and a po-
sition error, is negligible if the different selection of base
streamlines produces the same result. To verify this fact, a
different set of the base streamlines is taken at midspan (Y =
0.29W ) and midpoint (Y = 0.78W ) between the wing tip and
the end plane. Their shapes are compared with the original
base streamlines (Fig. 11).

In Fig. 12, the wall interference of the unoptimized (N = 0)
two-dimensional AWTS, in which a1 is 1.0 and a2 is 0.0, de-
pends on the selection of the base streamlines. N is the number
of the directional search that means the trajectory segment in
Fig. 7. After the � rst directional search is completed (N = 1),
the difference nearly disappears. Though its convergence rate
is dependent on the initial state, it usually converges after sev-
eral direction changes.

The effect of the base streamline selection is compared with
respect to the pressure distribution (Fig. 13). The result of the
new streamlines is slightly worse than that of the previous
ones, but it is still close to the free air result. From this result,
we can conclude that the base streamlines of the new two-
dimensional AWTS can be taken from the CFD result, and its
numerical error and position error cause no signi� cant effect
on the optimized result.

Pressure-Hole Dependency

This new adaptation algorithm assesses the interference
without a target line and calculates its adaptation displacement
with the design variables in Eq. (1) instead of the in� uence
coef� cients. Among the de� ciencies of the conventional ad-
aptation algorithms, the pressure-hole dependency remains to
be solved. In this study, the test section � ow is simulated by
the numerical code. The pressure-hole distribution in real tests

can be considered as the surface grid distribution in this study.
For this reason, different surface grids are generated (Fig. 14).
The tip-clustered mesh is the old one that has been applied so
far, and the biclustered mesh is a new one. The three-dimen-
sional grid is generated by layering two-dimensional x – z grid
along the y direction. Hence, the grid distribution on the test
section wall is same as that on the wing surface.

To verify the pressure-hole independency of the new adap-
tation algorithm, we have to prove that the optimized result
with the new mesh is equal to that with the old mesh. Figure
15 shows that this requirement has been ful� lled. Both results
agree well with each other, even though there is a slight dis-
crepancy between the two. This slight discrepancy may be
caused by the numerical error of computation code itself in-
stead of from the new adaptation algorithm. To clarify this fact,
it is necessary to examine the grid dependency of the com-
putation code itself.

Figure 16 shows the free air results on the two meshes com-
pared in Fig. 14. There is an amount of discrepancy similar to
the optimized test section results (Fig. 15). The discrepant pat-
terns are also similar. If we double the spanwise grid density
as shown in Fig. 17, the discrepancy in the free air results
between the tip-clustered grid and the biclustered grid nearly
disappears (Fig. 18).

Any CFD code requires the minimum grid density to secure
the grid independency. Under this grid density, its computation
results are dependent on the grid distribution. Therefore, the
slight discrepancy in Fig. 15 seems to be a result of the CFD
code itself and not of the adaptation algorithm. In other words,
if the pressure-hole density is suf� cient or measured pressures
are interpolated well, this new adaptation algorithm is inde-
pendent of the pressure-hole distribution.
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Fig. 15 Grid distribution effect on the optimized results at M`

= 0.8, a = 3.06 deg.

Fig. 16 Grid distribution effect on the free air results with coarse
meshes at M` = 0.8, a = 3.06 deg.

Fig. 17 Comparison of two differ-
ent � ne meshes on the wing surface.

Fig. 18 Grid distribution effect on the free air results with � ne
meshes at M` = 0.8, a = 3.06 deg.

Application to Real Tests

Even though the new two-dimensional AWTS for three-di-
mensional testing has proved to be successful and free from
the de� ciencies of conventional adaptation algorithms, there
remain some considerations to be applied to real tests. In this
study, pFree in Eq. (2) is taken as the computed pressure on the
model surface, but it is not achievable in real tests. If any CFD
code can compute the pressure on the model surface with suf-
� cient accuracy, then wind-tunnel tests are unnecessary. Even
the most elaborate CFD code still has some de� ciencies in
accuracy, computing cost, and reliability for computing some
complex � ows. If we assume a simple � ow like the outer imag-

inary � ow of test section walls, an accurate computational re-
sult is obtainable, even through a simple integral method.

For this reason, the reference surface in real tests is set to
be the test section wall similar to the matching line in two-
dimensional testing. In this case, pFree and pTS are regarded as
the wall pressures computed from the outer imaginary � ow
and measured from the inner real � ow, respectively. pFree

should be computed at every adaptation step, unlike this study,
but computing time is not severe because a simple method like
the integral method is taken to compute the outer imaginary
� ow.

In tests for any model producing more than two � ow pat-
terns, two base streamlines are not suf� cient to represent all
of the streamlines. The two-dimensional AWTS contoured by
Eq. (1) with the two-variable optimization may not reduce the
wall interference suf� ciently. This situation can be improved
by increasing the number of base streamlines to a quantity
suf� cient to represent all of the streamlines. The design vari-
ables should also be increased in proportion to the number of
the base streamlines.
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Although viscosity effect is ignored in this study to save
computing time, the effective cross-sectional area in the real
tests narrows down by d*. For this reason, even if the wall
contour of AWTS is adapted to a free air streamtube, the wall
pressure computed from the outer imaginary � ow is not equal
to the one measured from the inner testing � ow. In the adap-
tation algorithm for two-dimensional testing, the effective
aerodynamic wall contour, the geometrical wall contour com-
pensated for d* on the inner wall, is used as the boundary of
the outer imaginary � ow� eld.15 This concept can be applied to
the new adaptation algorithm. The effective aerodynamic wall
contours can be obtained by compensating the geometrical
wall contours for d* on the sidewalls as well as those on the
top and bottom walls.

As a result, with some changes in Fig. 4, the new adaptation
algorithm can be applied to the real tests. The step of Compute
pFree should be moved into the iteration loop, and the free air
is replaced by the outer imaginary � ow. The step of Compute
pTS is changed to Measure pTS, and the reference surface is set
on the � exible wall instead of the model surface. This new
adaptation algorithm is similar to the conventional adaptation
algorithm for two-dimensional testing,15 except that the wall
adjustment is done by the optimization instead of in� uence
coef� cients.

Conclusions
A new adaptation algorithm of two-dimensional AWTS for

three-dimensional testing is suggested and veri� ed through nu-
merical simulations. This adaptation algorithm uses a two-var-
iable optimization and � nds out the optimum shape indepen-
dent of the initial state. From the numerical simulations, it is
veri� ed that this adaptation algorithm works well in reducing
the wall interference and is not sensitive to the base streamline
selection. The base streamlines can be obtained by a CFD code
with an allowable accuracy. The dependency of the pressure-
hole distribution is not severe because the summation of the
area weighted surface pressure interference is taken as the ob-
jection function. Therefore, the de� ciencies of the conven-
tional adaptation algorithm can be avoided in this new adap-
tation algorithm.

This algorithm may require more adapting and computing
time than the conventional algorithms. But this algorithm can
be applied safely for the case in which the conventional al-
gorithms fail because of their own de� ciencies.
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